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Abstract: In this work, the feasibility of time-frequency 
methods, namely short-time Fourier transform, Choi Williams 
distribution, and smoothed pseudo-Wigner-Ville distribution 
in the classification of happy and sad emotional states using 
Electrodermal activity signals have been explored. For this, 
the annotated happy and sad signals are obtained from an 
online public database and decomposed into phasic 
components. The time-frequency analysis has been performed 
on the phasic components using three different methods. Four 
statistical features, namely mean, variance, kurtosis, and 
skewness are extracted from each method. Four classifiers, 
namely logistic regression, Naive Bayes, random forest, and 
support vector machine, have been used for the classification. 
The combination of the smoothed pseudo-Wigner-Ville 
distribution and random forest yields the highest F-measure of 
68.74% for classifying happy and sad emotional states. Thus, 
it appears that the suggested technique could be helpful in the 
diagnosis of clinical conditions linked to happy and sad 
emotional states.  
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1 Introduction 

Emotion is a complex state of feeling that impacts decision-
making, behaviour, and social interaction [1]. The 
dichotomous emotions, namely happiness and sadness are 

frequently experienced by humans [2]. Happiness is associated 
with increased social behaviour, psychological health, and 
well-being. Sadness is linked to various mental health 
disorders, namely anxiety and depression [3, 4]. According to 
WHO, 264 million individuals suffer from depression across 
the world [5]. The analysis and recognition of happy and sad 
emotional states is a promising tool to determine and 
characterize various neurological disorders.  

The circumplex model of affect classifies emotions in two 
dimensions, namely arousal and valence. Arousal describes 
the intensity of emotion, whereas valence describes how 
pleasant or unpleasant emotion is [6]. According to this model, 
happiness is characterized by high arousal and valence, 
whereas sadness is characterized by low arousal and valence 
[7]. Emotions are recognized using different modalities, such 
as Electrodermal Activity (EDA), electrocardiogram, heart 
rate, electroencephalogram, blood pressure, and skin 
temperature. These modalities have attracted more attention 
since the participants do not easily control them. EDA is one 
of the most popular psychophysiological signals used for 
emotion recognition [8].                      

EDA is a sensitive index that measures variations in 
electrical characteristics at the skin surface as a result of sweat 
production [9]. It is considered as one of the potential non-
invasive methods for assessing sympathetic control of the 
autonomic nervous system [9]. The EDA dynamics of exhibit 
two components: phasic and tonic. The tonic component 
reflects the slowly varying part of EDA, and the rapid transient 
events in EDA are reflected by the phasic component. The 
convex optimization approach (cvxEDA) is a commonly 
preferred technique for decomposing EDA dynamics [10]. 

EDA signals are non-stationary and multi-component in 
nature [8]. Due to this, the use of time-frequency (TF) analysis 
is inevitable for these signals [8]. The exact multi-component 
structure can be revealed by choosing the proper TF analysis 
method. In this study, three TF analysis methods, namely 
Short-Time Fourier Transform (STFT), Choi Williams 
Distribution (CWD), and pseudo-Wigner-Ville Distribution 
(SPWVD), are applied in analysing happy and sad emotional 
states in EDA. 
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2 Methods 

The proposed study comprised five steps: decomposition, TF 
analysis, feature extraction, and classification of happy and 
sad emotional states in EDA signals. Figure 1 depicts the 
pipeline for the proposed method. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

2.1 Database 

For this analysis, the EDA signals are collected from the online 
public DEAP database [11]. The database comprises a wide 
range of physiological signals, including EDA, which is 
acquired from 32 subjects while viewing 40 distinct one-
minute videos. In this study, the EDA signals associated with 
one happy and one sad video are considered. The signals are 
acquired at a sampling rate of 512 Hz and later down sampled 
to 128 Hz [11]. 

2.2 Decomposition 

The cvxEDA method is used to decompose the EDA obtained 
from the online DEAP database into phasic components [12]. 
The method shows better results in the decomposition of EDA 
at various noise levels [10, 12].  

2.3 TF Analysis methods 

The phasic component of EDA is analysed by using three TF 
analysis methods, namely STFT, SPWVD, and CWD. 

2.3.1 STFT 

STFT analysis is a technique for analysing a signal in the time 
and frequency domains at the same time. In this technique, the 
non-stationary signal is converted into several consecutive 
short-time segments, possibly overlapping, and then the 
Fourier transform is performed on each segment. The rapid 
changes in both temporal and spectral events are localized 
instantaneously using this approach. The mathematical 
representation of STFT of a signal is defined as: 𝑺𝑻𝑭𝑻(𝒕, 𝒇) = ∫ 𝒙(𝝉)𝒘(𝝉 − 𝒕)𝒆−𝒋𝟐𝝅𝒇𝝉+∞−∞ 𝒅𝝉        (1) 

Where 𝑥(𝜏) represents the phasic component of EDA, 𝑤(𝜏 − 𝑡) denotes the short time window function with a sliding 
window variable τ and frequency component of signal 𝑓 [13]. 

2.3.2 SPWVD 

SPWVD is obtained by applying a smoothed window function 
to Wigner-Ville Distribution (WVD) [13]. The mathematical 
representation of WVD of a signal is defined as: 𝑾𝑽𝑫(𝒕, 𝒇) = ∫ 𝑹𝒙(𝒕, 𝝉)+∞−∞ 𝒆−𝒋𝟐𝝅𝒇𝝉𝒅𝝉                                     (2) 

Where 𝑅𝑥(𝑡, 𝜏) denotes the autocorrelation function. Even 
though WVD has high time and frequency resolution, the 
output is difficult to interpret due to cross-term interference 
caused by the interaction of two signal components. 
Smoothing windows are used to eliminate interference in 
WVD, which is referred to as SPWVD [13]. The mathematical 
representation of SPWVD is given as follows: 𝑺𝑷𝑾𝑽𝑫(𝒕, 𝒇) = ∬ 𝒉(𝒕 − 𝝉)𝒈(𝒇 − 𝜹)𝑾𝑽𝑫(𝝉, 𝜹)𝒅𝝉𝒅𝜹 (3) 

Where 𝑔(𝑡), and ℎ(𝑡) represent the time and frequency-
smoothing windows, respectively. 

2.3.3 CWD 

CWD [13] employs a kernel function (smooth window 
function) for Cohen class time-frequency distribution to 
eliminate the influence of cross-term interference. The kernel 
function used in CWD is in exponential form and is given as: 𝒈(𝒗, 𝝉) = 𝒆−𝒗𝟐𝝉𝟐𝝈 , 𝝈 > 𝟎                                                        (4) 

Figure 1: Pipeline of proposed method. 
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The determining function 𝐺(𝑡, 𝜏) becomes: 𝑮(𝒕, 𝝉) = √𝝈/𝝅𝟐𝝅 𝒆−𝝈𝒕𝟐/𝟒𝝉𝟐                                                       (5) 

Where 𝜎 is associated with the smoothing effect and regulates 
cross-term reduction and (𝝉 − 𝒗) denotes the plane in ambiguity 
domain analysis [13]. 

2.3.4 Feature extraction 

Four features, namely, mean (M), variance (Var), skewness 
(Sk), and kurtosis (Ku), are extracted from the TF spectrogram 
of individual methods. Table 1 shows the mathematical 
representations of each feature. 

 

Table 1: Statistical features.  

SI.NO Feature Expression 

1 M [14] 𝑭𝟏 = 𝟏𝑴𝑵 ∑ ∑ 𝑷[𝒏, 𝒌]𝑵𝑴  

2 Var [14] 𝑭𝟐 = 𝟏𝑴𝑵 ∑ ∑ (𝑷[𝒏, 𝒌] − 𝑭𝟏)𝟐𝑵𝑴  

3 Sk [14] 𝑭𝟑 = 𝟏(𝑴𝑵 − 𝟏). 𝒔𝟑 ∑ ∑ (𝑷[𝒏, 𝒌] − 𝑭𝟏)𝟑𝑵𝑴  

4 Ku [14] 𝑭𝟒 = 𝟏(𝑴𝑵 − 𝟏). 𝒔𝟒 ∑ ∑ (𝑷[𝒏, 𝒌] − 𝑭𝟏)𝟒𝑵𝑴  

Where, P[n, k] is the power spectrum of nth time sample at 
the frequency bin k and 𝒔 represents the time-frequency 
standard deviation 

2.3.5 Classification 

The statistical features extracted from each TF distribution 
method are fed to the four machine learning algorithms, 
namely Logistic Regression (LR), Naive Bayes (NB), Random 
Forest (RF), and Support Vector Machine (SVM) have been 
used for the classification. NB classifies data based on Bayes 
theory. It categorizes the data using the conditional 
independence probability approach. In LR, the predictions are 
in the form of probabilities. The probability of occurring of an 
event is obtained using a standard logistic function [4]. SVM 
uses a discriminating hyperplane to differentiate between two 
data classes. RF constructs several decision trees on the given 
data samples and predicts the class by voting each decision 
tree result [15]. 

Two classification evaluation metrics, namely F-measure 
(F-m) and area under the curve (AUC), have been used to 
assess each classifier performance. The proposed approach is 

tested for reliability using the K-fold cross-validation 
technique with K=10 [15].  

3 Results and discussion 

The representative phasic components obtained using the 
cvxEDA algorithm for happy and sad emotional states are 
shown in Fig. 2(a) and Fig. 2(e) correspondingly. A higher 
amplitude is observed in the phasic component of happy 
stimulus-response than sad stimulus-response, which may be 
attributed to increased sweat gland activity during happiness. 
However, these variations are subject-dependent.  
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Figure 2: Representative phasic component of (a) happy and (e) 
sad emotional states and their corresponding TF distributions 
(b, f) STFT, (c, g) SPWVD, (d, h) CWD. 
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Furthermore, the TF distribution of the phasic component 
in happy and sad emotions using STFT, SPWVD, and CWD 
are shown in Figure 2(b, f), Figure 2(c, g), and Figure 2(d, h) 
correspondingly. Figure 2(b, c, d) shows the TF distributions 
corresponding to the phasic component in a happy emotional 
state. The frequency components in these spectrums are less 
compared with spectrums of sad emotional state (Figure 2 (f, 
g, h)). Further, the spectral components of STFT, SPWVD, 
and CWD-based TF distributions also show significant 
differences. The resolution of the STFT-based TF distribution 
is relatively poor compared to SPWVD and CWD, which is 
due to the fixed size of the window. 

The features computed from each TF distribution are fed 
to four machine learning algorithms for classifying happy and 
sad emotional states. The performance metrics, namely F-m 
and AUC are evaluated from the classifiers for each TF 
distribution and are shown in Table 1. It is seen that the RF 
yields the highest F-m and AUC of 68.74% and 71.30%, 
respectively, for classifying happy and sad emotional states 
using SPWVD features. To the best knowledge of authors, the 
differentiation of happy and sad emotional states in EDA 
signals for the DEAP database is not explored. In one of the 
study, the dichotomous emotions are classified by computing 
Hjorth and higher order crossing features for the EDA signals 
and the approach yielded an average accuracy of 85.70% [4]. 

Table 2: The classification performance [% ] of statistical features 

obtained from various TFDs using different machine learning 

techniques. 

TFD STFT CWD SPWVD 
Classifier F-m AUC F-m AUC F-m AUC 
NB 56.00 49.80 46.13 45.10 46.42 48.50 
LR 56.30 55.50 49.29 45.80 55.14 56.20 
SVM 46.90 46.90 53.73 51.70 61.64 61.00 
RF 46.84 41.70 51.17 59.20 68.74 71.30 

4 Conclusion 

This work introduces the TF techniques, including STFT, 
SPWVD, and CWD, and its statistical features for emotion 
analysis using EDA signals and comparing their classification 
performance using machine learning algorithms. The results 
indicate that all of the proposed TF methods are capable of 
representing non-stationary EDA signal fluctuations. The 
performance of various classifiers is evaluated from the 
features obtained from each TF distribution. In classifying 
happy and sad emotional states, the combination of features 
extracted from SPWVD and RF is most accurate. 
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