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The rising bubble dynamics in an unconfined quiescent viscosity-stratified medium

has been numerically investigated. This is frequently encountered in industrial as well

as natural phenomena. In spite of the large number of studies carried out on bubbles

and drops, very few studies have examined the influence of viscosity stratification

on bubble rise dynamics. To the best of our knowledge, none of them have isolated

the effects of viscosity-stratification alone, even though it is known to influence the

dynamics extensively, which is the main objective of the present study. By conducting

time-dependent simulations, we present a library of bubble shapes in the Galilei and

the Eötvös numbers plane. Our results demonstrate some counter-intuitive phenom-

ena for certain range of parameters due to the presence of viscosity stratification

in the surrounding fluid. We found that in a linearly increasing viscosity medium,

for certain values of parameters, bubble undergoes large deformation by forming an

elongated skirt, while the skirt tends to physically separate the wake region from the

rest of the surrounding fluid. This peculiar dynamics is attributed to the migration

of less viscous fluid that is carried in the wake of the bubble as it rises, and thereby

creating an increasingly larger viscosity contrast between the fluid occupied in the

wake region and the surrounding fluid, unlike that observed in a constant viscosity

medium. It is also observed that the effect of viscosity stratification is qualitatively

different for different regimes of the dimensionless parameters. In future, it will be

interesting to investigate this problem in three-dimensions. C 2015 AIP Publishing

LLC. [http://dx.doi.org/10.1063/1.4927521]

I. INTRODUCTION

The dynamics of rising bubble in a quiescent liquid has been of interest for more than a century.

In many natural phenomena, such as aerosol transfer from sea, oxygen dissolution in lakes due

to rain and electrification of atmosphere by sea bubbles,1 carbon sequestration,2 and in industrial

applications such as bubble column reactors, the surrounding fluid viscosity may not be constant.

The viscosity stratification can occur due to several factors, for instance, due to the presence of

gradients in temperature and concentration of some species/solutes. For instance, the viscosity of

water or milk is made to increase by almost three orders of magnitude by the addition of only

2% carboxymethylcellulose (CMC)3 in the ice-cream and lotion industries. Note that the density

changes due to such an addition of the species (CMC) are negligible while varying the viscosity by

a large amount. The viscosity in the underground crude oil reservoirs may vary up to three orders

of magnitude.4 Also, the viscosity stratification is observed because of the variation in composition

of the crude oil with depth. In contrast to this, the density does not change by even an order of

magnitude within the reservoir. Carbon-dioxide flooding is a common method used for the recovery

of crude oil, which may lead to the formation of bubbles of carbon-dioxide in the crude oil. Also,

viscosity of molten silicates and metals can be made to vary across several orders of magnitude5

by maintaining a temperature difference of a few hundreds of degrees Celsius between the top

a)ksahu@iith.ac.in
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and the bottom walls of a domain. However, the gradients of temperature or concentration at the

liquid-gas interface can also give rise to surface tension gradients, which in turn induce tangential

stresses, known as Marangoni stresses. This forces the fluid to migrate in the vicinity of the interface

separating the fluids. Marangoni flows can be of great importance to a large variety of industrial

applications and thus have been investigated by several researchers.6–13

The bubble dynamics due to the temperature gradient was first studied by Young et al.6 They

experimentally investigated rise of small or large air bubbles in a container heated from below.

In this study, the resultant dynamics is due to the competition of buoyancy and thermocapillary

forces. For small air bubbles, they found that for some imposed temperature gradient, the induced

Marangoni stresses acting in the downward direction overcome the buoyancy force, and the bub-

bles move in the downward direction. However, larger bubbles continue to move in the upward

direction. In the later case, buoyancy force is the winner. Since then this problem has been studied

experimentally, numerically, and theoretically by several researchers.6–12 Recently, Tripathi et al.13

studied the dynamics of rising bubble inside a tube wherein temperature along the wall linearly

increases in the upward direction. They considered the surrounding fluid to be of “self-rewetting”

type, for which surface tension and temperature dependence are non-monotonic. By considering a

quadratic dependence of surface tension on temperature, they found that even though this condition

is favourable for bubble rise (in case of common fluids, e.g., air, water, and viscous oil), the motion

of the bubble can be reversed and then arrested in “self-rewetting” fluids (e.g., high carbon alcohol

solutions). Furthermore, they found that under certain conditions, bubble elongated significantly as

it rose through the tube. Also, by conducting numerical simulations, Merritt et al.14 studied the

effect of buoyancy and thermocapillarity on rising bubble dynamics. In the limit of large Reynolds

and Marangoni numbers, Balasubramaniam15 studied this problem by an asymptotic analysis. They

also included the temperature varying viscosity and showed that the steady migration velocity is a

linear combination of the velocity for purely thermocapillary motion and the buoyancy-driven rising

velocity. However, later, Zhang et al.16 found that inclusion of inertia is crucial in the development

of an asymptotic solution for small Marangoni numbers in the presence of temperature field. These

studies, although took the viscosity stratification due to temperature gradient into account, the

influence of viscosity stratification alone was not provided.

Viscosity stratifications achieved due to the presence of temperature and concentration gradi-

ents are continuous. Gradual viscosity variations can be naturally found in the mantle liquid below

earth’s crust and oceans. The stratification can also be achieved without the presence of temper-

ature and concentration gradients. In several applications,17 immiscible fluid-layers of almost the

same density, but significant viscosity jump are observed. Bubble rise through an interface of two

immiscible liquids of different viscosities has been studied in the past by several researchers.18–20

Practically, all phenomena concerning viscosity stratification invariably include density gradient

and other factors, which also influence the dynamics. Although, viscosity stratification is expected

to play a significant role, with all the factors included, it is impossible to isolate the effect of

viscosity stratification from the dynamics of rising bubble. Therefore, the objective of the present

study is to separate the other effects and study the significance of the viscosity stratification alone

for different regimes of bubble motion under the action of gravity. For the sake of completeness,

below we discuss briefly the bubble rise dynamics inside a fluid of uniform viscosity and density;

however, we restrict ourselves to single bubble/drop only.

A vast number of theoretical, numerical, and experimental work have been conducted21–32 on

single bubble rising in quiescent liquid of uniform density and viscosity. They investigated the

terminal velocity, the deformation, and the path instability as the bubble translates in the upward

direction. In a recent work, Tripathi et al.33 studied the dynamics of an initially spherical bubble

rising in quiescent liquid and identified regimes of starkly distinct behaviours in the Galilei (Ga)

and Eötvös (Eo) numbers plane. It has been observed that increasing the Galilei number results

in asymmetry in the path of the bubble, and a further increase in Ga results in breakup for the

values of Eo beyond a certain limit. It is also well known that a bubble rising in a straight line may

attain a variety of shapes which could be classified into spherical, ellipsoidal, dimpled ellipsoidal,

skirted, and spherical cap shapes. For small values of Ga and Eo, bubble shapes in these regimes

can be obtained by axisymmetric formulation.33 In the present study, we restrict our analysis to the
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axisymmetric regime only. In another recent work, Tripathi et al.34 theoretically investigated the

similarities and differences of the bubble and drop in axisymmetric regime. They found that bubble

can be made to behave similar to a drop only for density ratios close to one and for low Ga and Eo.

In general, the dynamics of bubble and drop are very different as the vortical regions prefer to be

situated inside the lighter fluid, i.e., inside for bubbles and outside for drops.

Numerical simulations of such flows are very challenging due to the presence of interfa-

cial dynamics and complexity of surface deformation. These problems are also computationally

time consuming and very demanding. Thus, many researchers24–26,28,29,35 have developed efficient

computational techniques to solve these complicated dynamics. Several numerical methods have

been proposed in the literature, ranging from boundary-fitted grids36,37 to the level-set method,38,39

the volume of fluid (VOF) method,40 diffuse-interface methods,41 and hybrid schemes of the

Lattice-Boltzmann and the finite difference method.42 Also, Bonometti and Magnaudet43 developed

a numerical technique which combines volume of fluid and level-set methods.

In the present study, the dynamics of rising gas bubble under the action of buoyancy inside

an unbounded domain consisting of another fluid, whose viscosity increases linearly in the vertical

direction, as shown in Fig. 1, is considered. An open-source fluid flow solver, Gerris, created by

Popinet44 is used, wherein a VOF method based on height-functions using balanced-force formu-

lation has been implemented. Grid has been refined using an adaptive grid refinement technique in

the interfacial and strong vortical regions. Our results for high values of Ga and Eo demonstrate

a counter-intuitive phenomenon that the bubble undergoes extensive deformation by forming elon-

gated skirt for linearly increasing viscosity medium. This is due to the translation of less viscous

fluid, which is trapped inside the wake region bounded by the skirt of the bubble. This dynamics

is very different from that observed in constant viscosity medium. For lower values of Eo and Ga,

although the bubble moves slowly in case of the linearly increasing viscosity medium, the shapes

look very similar for those observed in constant viscosity medium.

The rest of the paper is organized as follows. In Section II, we outline the formulation and

governing equations, and in Section III, we discuss the numerical method used and present the

validation by comparing the results obtained using the present solver with those reported in the

FIG. 1. Schematic diagram showing the initial configuration of a bubble (fluid “B”) rising inside a viscosity stratified medium

(fluid “A”) under the action of gravity, which is acting in the negative z direction. Initially, the bubble is located at z = zi = 4R,

R being the radius of the bubble. The viscosity of the surrounding fluid “A” is linearly increasing along the vertical direction,

z .
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previous experimental and numerical studies. We then discuss our results in Section IV. Finally,

concluding remarks are given in Section V.

II. FORMULATION

We numerically investigate the dynamics of an axisymmetric air bubble (designated by fluid

“B”) of initial radius R, having constant viscosity µB rising under the action of buoyancy inside

an unbounded domain consisting of another fluid (designated by fluid “A”), as shown in Fig. 1,

using VOF approach. Both the fluids are considered to be incompressible and Newtonian. The

viscosity and density of fluids “A” and “B” are µA, ρA and µB, ρB, respectively. We use cylindrical

coordinates (r, z) to model the rising bubble dynamics starting from a position zi = 4R at time t = 0

in quiescent liquid. Here, r and z are the radial and vertical coordinates, respectively. The viscosity

field of fluid “A,” µA, is initialized as µA = µ0(a1 + a2z), µ0 being the viscosity of fluid “A” at

z = zi, and a1 and a2 are constants, which are defined below. The flow dynamics is assumed to be

symmetrical about r = 0, and the acceleration due to gravity, g, is acting in the negative z direction,

as shown in Fig. 1. The governing equations of the problem are

∇ · u = 0, (1)

ρ


∂u

∂t
+ u · ∇u


= −∇p + ∇ ·

�
µ(∇u + ∇u

T)
�
+ δσκn − ρge⃗z, (2)

∂c

∂t
+ u · ∇c = 0, (3)

∂µ

∂t
+ u · ∇µ = 0, (4)

where u(u, v) represents axisymmetric velocity field, wherein u and v are the velocity components in

the radial and vertical directions, respectively; p denotes the pressure field; c is the volume fraction

of the fluid “A,” whose values are 0 and 1 for the air and liquid phases, respectively; µ is the viscos-

ity field which is advected with the local velocity of the fluid; δ is the Dirac delta function; κ = ∇ · n
is the curvature, n is the unit normal to the interface pointing towards fluid “A,” e⃗z represents the

unit vector in the vertically upward direction, and σ is the interfacial tension coefficient of the

liquid-gas interface.

The density, ρ, is calculated as a volume averaged quantity as follows:

ρ = ρB(1 − c) + ρAc. (5)

The following scaling is employed in order to render the governing equations dimensionless,

(r, z) = R (r ,z) , t =
R

V
t, (u, v) = V (u,v), p = ρBV 2p, µ = µµ0, ρ = ρρB, (6)

where V =
√
gR is the velocity scale, and the tildes designate dimensionless quantities. After

dropping tildes from all nondimensional terms, the governing dimensionless equations are given by

∇ · u = 0, (7)

ρ


∂u

∂t
+ u · ∇u


= −∇p +

1

Ga
∇ ·

�
µ(∇u + ∇u

T)
�
+

δ

Eo
n̂∇ · n̂ − ρe⃗z, (8)

∂c

∂t
+ u · ∇c = 0, (9)

∂µ

∂t
+ u · ∇µ = 0, (10)

where Ga(≡ ρBV R/µB) and Eo(≡ ρBgR2/σ) denote the Galilei number and Eötvös number,

respectively. The dimensionless density ρ is given by

ρ = (1 − c) + ρrc, (11)
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and the initial viscosity field is given by:

µ = (1 − c) + µr0(a1 + a2z)c, (12)

where µr0 ≡ µ0/µB and ρr ≡ ρA/ρB. Note that by setting a1 = 1 and a2 = 0, one could recover a

system with constant viscosity of the surrounding fluid.

III. NUMERICAL METHOD

In the present study, a finite-volume open source code, Gerris,34,44 is used to solve Eqs. (7)-(9).

The interface between the two fluids is captured using the VOF approach with dynamic adaptive

grid refinement based on the vorticity magnitude and position of the interface. This solver also

minimizes the spurious currents (to the machine error) at the interface (which are known to appear

when the density ratio and the interfacial tension are high) by incorporating a balanced force

height-function continuum-surface-force formulation46,47 for the inclusion of the surface force term

in the Navier-Stokes equations. The flow is assumed to be symmetrical about the axis r = 0, and

the Neumann boundary conditions are imposed at the rest of the boundaries of the computational

domain. We refer the readers to the work of Tripathi et al.13,34 for detailed description of the

numerical method used in this study.

A. Validations

The present solver has been validated extensively by comparing the results obtained from the

present simulations with the previously reported numerical and experimental results. The evolu-

tion of shapes of the bubble at different times for Ga = 10, Eo = 0.2, ρr = 103, and µr = 102 are

presented in Fig. 2. It can be seen that for this set of parameters, the bubble is almost spherical

till t = 0.4. For t > 0.4, the bubble undergoes significant deformation and subsequent topological

change at t = 1.6. Thereafter, the bubble continues to move in the upward direction as an annular

doughnut-like structure. It is to be noted here that the bubble shapes presented in Fig. 2 are in excel-

lent agreement with the numerical simulation (level-set method) results of Sussman and Smereka45

for this set of parameters.

Next, we have validated our numerical method by comparing the terminal shapes and stream-

lines with the experimental results of Bhaga and Weber31 for different values of Ga and Eo in Figs. 3

and 4, respectively. In Fig. 3, the pictures in the black and white background are the experimental

results of Bhaga and Weber31 and the red lines show the terminal shape of the bubble obtained from

FIG. 2. The time evolution of the shapes of the bubble for the constant viscosity case (a1= 1, a2= 0) for Ga= 10, Eo= 0.2,

ρr = 103, and µr0= 102. From left to right and from bottom to top, t = 0, 0.2, 0.4, 0.6, 0.8, 1, 1.2, 1.4, 1.6, 1.8, 2, 2.2, 2.4,

2.6, 2.8, and 3. The shapes of the bubble agree well with those presented in the work of Sussman and Smereka.45
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FIG. 3. Comparison of the terminal shapes of the bubble obtained from the present simulations (shown by red lines)

with those presented in the work of Bhaga and Weber31 (background picture) for different values of Ga: (a) Ga= 0.167,

(b) Ga= 0.222, (c) Ga= 0.355, and (d) Ga= 0.586. The rest of the parameter values are Eo= 0.021, ρr = 1.39×103, and

µr0= 102.

the present simulations. In Fig. 4, the left and right hand sides in each panel represent the present

simulation results and the experimental results, respectively. It can be seen that the bubble shapes

and the streamline patterns are in excellent agreement. We have also performed several other vali-

dation exercises by comparing our results with previous experimental48 and computational32 works

(see the supplementary material of Refs. 13, 33, and 34). Our grid convergence test (not shown)

reveals that grid convergence is achieved for simulations with the smallest grid size less than 0.016.

Thus, all the results presented in the paper are obtained using this grid in a computational domain of

size 16 × 48. Also, it has been ensured that further increase in the size of the computational domain

has negligible effect on the bubble dynamics. For the rest of the investigation, the density and initial

viscosity ratios are considered to be ρr = 103 and µr0 = 102, respectively.

FIG. 4. Comparison of streamline patterns along with the terminal shapes of the bubble (shown by red lines) obtained from

the present simulation (on the left hand side of each panel) with those presented in the work of Bhaga and Weber31 (right

hand side of each panel) for (a) Ga= 0.79, Eo= 0.017; (b) Ga= 0.9, Eo= 0.021; (c) Ga= 1.26, Eo= 0.017; (d) Ga= 1.78,

Eo= 0.027; (e) Ga= 2.19, Eo= 0.017; and (f) Ga= 3.32, Eo= 0.011. The rest of the parameter values are ρr = 1.39×103

and µr0= 102.
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FIG. 5. The terminal shapes of the bubble obtained from the present simulations in Ga−Eo space for the constant viscosity

case (a1= 1,a2= 0). The rest of the parameter values are ρr = 103 and µr0= 102.

IV. RESULTS AND DISCUSSION

We begin the presentation of our results in Fig. 5 by plotting the terminal shapes of the bubble

for the constant viscosity case (a1 = 1,a2 = 0) obtained from our time-dependent simulations in

Ga − Eo space. Below, this is referred to as the “base case.” A similar plot based on the steady

state calculations was presented by Tsamopoulos et al.49 Note that in their study, the viscosity and

density of the surrounding fluid were used as the characteristic scales to nondimensionalize the

governing equations; hence, a suitable conversion is applied to get our dimensionless variables. We

found that for low Ga and low Eo, the shapes of the bubble presented in Fig. 5 are qualitatively

similar to those obtained by Tsamopoulos et al.49 However, the shapes of the bubble are different

for larger values of Eo and Ga. This discrepancy can be attributed to the steady state assumption

considered in their study. We also found that the bubble undergoes topological changes and the bub-

ble dynamics remain unsteady for few sets of Ga and Eo (designated by “breakup” in Fig. 5). The

time evolution of shapes of the bubble for one typical “breakup” case (Ga = 7.071 and Eo = 0.05)

is shown in Fig. 6. It can be seen in this figure that bubble has a different topology for t > 2 for this

set of parameters. Note that Tsamopoulos et al.49 also did not find a steady state solution for cases

designated by “breakup.”

FIG. 6. Time evolution of the shapes of the bubble obtained for a typical “breakup” case (Ga= 7.071 and Eo= 0.05). The

rest of the parameter values are the same as those used to generate Fig. 5. The dimensionless time is written at the bottom of

each bubble.
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The effect of viscosity stratification of the surrounding fluid (for a system where the viscosity

increases with increasing z) on the bubble dynamics is investigated next. The viscosity of the

surrounding fluid (at rest, t = 0) is given by

µA = µr0(a1 + a2z), (13)

where values of the constants a1 and a2 are fixed at 0.2.

The bubble rise dynamics of four typical sets of (Ga,Eo) designated by points A, B, C,

and D in Fig. 5, which correspond to (Ga,Eo) = (2.236,0.04), (0.223,0.05), (0.223,0.005), and

(2.236,0.05), respectively, are investigated below. The behaviour of the rest of the bubbles in Fig. 5

can be extrapolated from these four typical cases analyzed below.

A. Point A: Ga = 2.236,Eo = 0.04

The temporal evaluation of bubble shapes for Ga = 2.236,Eo = 0.04 is shown in Fig. 7. The

shapes of the bubble in linearly increasing viscosity medium (shown in Fig. 7(b)) are compared with

those of constant viscosity case (shown in Fig. 7(a)) at different times. It can be seen that for the

case of the linearly increasing viscosity medium, an elongated skirt (longer than that appears for the

constant viscosity case (Fig. 7(a))) is formed leading to a single recirculation region (as shown in

Fig. 8(b)). This is counter-intuitive due to the fact that as the bubble rises in the vertical direction,

the local viscosity increases, which in turn decreases the local Ga. It has been observed that at lower

Ga, the bubble tends to take a dimpled ellipsoidal shape instead of forming skirt (see, for instance,

the bubble shapes for Eo = 0.04 in Fig. 5). As the bubble rises in the upward direction, the less

viscosity fluid from the bottom part of the domain advects along with the recirculation region. Thus,

FIG. 7. Time evolution of bubble shapes for Ga= 2.236,Eo= 0.04: (a) constant viscosity system (a1= 1,a2= 0), (b) linearly

increasing viscosity (a1= 0.2,a2= 0.2), (c) constant viscosity case in which µr0 is set to the average viscosity of the linearly

increasing viscosity system (panel (b)) for the distance traversed by the center of gravity of the bubble (µavg).
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(a) (b) (c)

FIG. 8. Comparison of the streamlines at t = 40 for (a) constant viscosity system (a1= 1,a2= 0), (b) linearly increasing

viscosity (a1= 0.2,a2= 0.2), (c) constant viscosity case in which µr0 is set to the average viscosity of the linearly increasing

viscosity system (panel (b)) for the distance traversed by the center of gravity of the bubble (µavg). The rest of the parameter

values are the same as those used to generate Fig. 7.

the viscosity contrast between inside and outside regions separated by the skirt continues to increase

with the ascent of the bubble. The stresses generated due to the differential viscosity on both sides of

the skirt force it to curl inwards. This deformation of the skirt leads to a physical separation of the

two regions with high viscosity contrast by means of the air film contained in the skirt of the bubble.

This separation of fluids allows fast recirculation to occur in the fluid captured inside the wake of

the bubble, while simultaneously allowing a slow flow outside of the skirt, thus creating a contrast in

Reynolds number as well. This may be beneficial to certain processes where a low viscosity fluid is

required to be carried through a highly viscous fluid with the help of a carrier bubble.

In order to investigate whether this dynamics is due to our viscosity scale, we re-examine how

the results reflect our choice of viscosity scale. In Fig. 7(c), the evolution of shapes of the bubble

is plotted for constant outer fluid viscosity equal to the average of the lowest (i.e., µA at z = 0) and

highest (i.e., µA at z = 30.71) viscosity values, i.e., the average viscosity of the linearly increasing

viscosity system (Fig. 7(b)) for the distance traversed by the center of gravity of the bubble (µavg).

As there is no ideal viscosity scale, we have made this simplest choice possible. It can be seen

in Fig. 7(c) that the skirt formation delays significantly (starts at t ≈ 32) as compared to the cases

presented in Figs. 7(a) and 7(b). It is surprising that the bubble rise velocity in Fig. 7(c) is almost the

same as those of the cases presented in Figs. 7(a) and 7(b), suggesting that the wake viscosity plays

an important role in skirt formation and the deformation of the bubble. The viscosity distribution

for the linearly increasing viscosity case at later time, t = 40 (shown in Fig. 9), reveals that as

FIG. 9. Viscosity contours for the linearly increasing viscosity case at t = 40. The rest of the parameter values are the same

as those used to generate Fig. 7(b).
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the bubble rises, it carries the low viscosity fluid from the bottom part of the domain in its wake

region. Thus, it can be deduced from Figs. 7(a) and 7(b) that the stresses inside the wake affect the

formation of skirt the most, which can be expressed as the local Ga and Eo inside the skirt. This is

confirmed by the fact that Fig. 7(c) forms skirt at later times since the local Ga in the wake is not

favourable (lesser than the corresponding value of Ga in Figs. 7(a) and 7(b)) to form skirt.

In Fig. 8, the streamlines in the reference frame moving with the same velocity as that of the

tip of the bubble at t = 40 are plotted for the same parameter values as those used to generate

Fig. 7. It is also noted here that the wake structures of the constant viscosity and linearly increasing

viscosity cases are very different from each other, as shown in Fig. 8. For the constant viscosity

system (a1 = 1,a2 = 0) with µr0 = 100 (Fig. 8(a)), it can be seen that there are two recirculation

zones in the wake region of the bubble, whereas the bubble in linearly increasing viscosity medium

(Fig. 8(b)) shows only one recirculation zone in its wake region which is enclosed by the skirt. The

two recirculation zones in the wake of the bubble corresponding to Fig. 8(a) prevent the skirt from

closing in on itself, and depending on the strength of circulation in the two zones, the skirt may

develop travelling waves on the skirt which is termed as wavy skirt.31 Close inspection of Fig. 8(c)

reveals that the streamlines cross the air-liquid interface in the wake region, which implies that the

shape is far from steady and the skirt may become longer at later times. It can also be inferred from

the streamline patterns of Fig. 8(c) that there must be two toroidal recirculation zones inside the

bubble of which only one can be seen by choosing the frame of reference moving with the tip of the

bubble. There must be a counter-rotating vortex inside the bubble in order to satisfy the continuity

of stress and velocity components inside the bubble between the two co-rotating vortices which are

shown in this figure. Inspection of contours of vorticity magnitude plotted in Fig. 10 reveals that the

maximum vorticity always lies inside the bubble. A similar finding was also observed by Tripathi

et al.34

The temporal variations of rise velocity (vz) and aspect ratio (ar = h/w) of the bubble for all

the cases considered in Fig. 7 are shown in Figs. 11(a) and 11(b), respectively. Fig. 11(a) shows an

expected behaviour; the bubbles for constant viscosity cases attain a terminal velocity. However, the

bubble in linearly increasing viscosity medium (shown in Fig. 7(b)) keeps decelerating, with a peak

at an early time (approximately at t = 2). The peak may be attributed to the initial acceleration due

to buoyancy, and the gradual decay in the rise velocity is due to the viscous forces overcoming the

gravitational forces at later times. This is evident from the ratio of the viscous and the gravitational

time scales (


R/g/(ρR2/µ)), which is the Galilei number. It can be seen in Fig. 11(a) that the

viscous force overcomes the gravitational force (when the rise velocity reaches a maximum) at

t ≈ 2 which approximately matches with the value of Galilei number considered. In Fig. 11(b), it

can be seen that the bubble reaches to a terminal oblate shape for constant viscosity cases. The

aspect ratio of the bubble, when the outer fluid viscosity is µr0 = µavg, is higher than that when

µr0 = 100 (base case). In case of linearly increasing viscosity system, the bubble becomes oblate

by decreasing the value of ar to approximately 0.2, which subsequently increases gradually with

time.

(a) (b) (c)

FIG. 10. Vorticity magnitude at t = 40 for (a) constant viscosity system (a1= 1,a2= 0), (b) linearly increasing viscosity case

(a1= 0.2,a2= 0.2), (c) constant viscosity case in which µr0 is set to the average viscosity of the linearly increasing viscosity

system (panel (b)) for the distance traversed by the center of gravity of the bubble (µavg). The rest of the parameter values

are the same as those used to generate Fig. 7.
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(a) (b)

FIG. 11. Variation of the (a) rise velocity (vz) and (b) aspect ratio (ar = h/w) of the bubble with time. Here, h and w

represent the height and width of the bubble. The rest of the parameter values are the same as those used to generate Fig. 7.

B. Point B: Ga = 0.223,Eo = 0.05

Next, in Fig. 12, we investigate the dynamics associated with the bubble marked as point “B” in

Fig. 5 (Ga = 0.223,Eo = 0.05). In this case, Eo is slightly higher, but Ga is ten times lower than the

value used for the bubble designated by point “A” (discussed above). It can be seen in Fig. 12 that

the shapes of the bubble at different times for linearly increasing viscosity medium (Fig. 12(b)) and

constant viscosity system (a1 = 1,a2 = 0) (Fig. 12(a)) are similar. However, these are qualitatively

different from the shapes exhibited by bubble shown in Fig. 12(c). This result also suggests that the

bubble dynamics is predominantly dominated by the wake region of the bubble. Inspection of this

figure also reveals that the cross section of the bubbles in panels (a) and (b) is elliptical, but in panel

FIG. 12. Time evolution of bubble shapes for Ga= 0.223,Eo= 0.05: (a) constant viscosity system (base case) (a1= 1,a2

= 0), (b) linearly increasing viscosity case (a1= 0.2,a2= 0.2), (c) constant viscosity case in which µr0 is set to the average

viscosity of the linearly increasing viscosity system (panel (b)) for the distance traversed by the center of gravity of the bubble

(µavg).
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(a) (b)

FIG. 13. Variation of velocity of the center of gravity and aspect ratio of the bubble with time. The rest of the parameter

values are the same as those used to generate Fig. 12.

(c), it is more or less semicircular. The variation of center of gravity and aspect ratio of the bubbles

presented in Fig. 12 are shown in Figs. 13(a) and 13(b), respectively. It can be seen that the bubbles

for constant viscosity cases (Figs. 12(a) and 12(c)) attain terminal shape and velocity. However, the

bubble in linearly increasing viscosity medium (shown in Fig. 12(b)) decelerates, with a peak at

an early time. The early accelerating phase is driven by the initial acceleration due to buoyancy. In

Fig. 13(b), it can be seen that the aspect ratio of the bubble inside a linearly increasing viscosity

medium decreases (approximately to ar = 0.55) and it assumes an oblate shape, after which the

bubble has a tendency to go towards the original shape. It is to be noted that the bubble for this case

has not reached a steady state and expected to deform continuously with time.

C. Point C: Ga = 0.223,Eo = 5 × 10−3

In Fig. 14, the shapes of the bubble for Ga = 0.223,Eo = 5 × 10−3 are plotted. It is to be noted

here that both Ga and Eo are small. In this case, the surface tension dominates the dynamics; the

FIG. 14. Time evolution of bubble shapes for Ga= 0.223,Eo= 0.005: (a) constant viscosity system (a1= 1,a2= 0),

(b) linearly increasing viscosity case (a1= 0.2,a2= 0.2), (c) constant viscosity case in which µr0 is set to the average

viscosity of the linearly increasing viscosity system (panel (b)) for the distance traversed by the center of gravity of the

bubble (µavg).
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(a) (b)

FIG. 15. (a) Terminal shape of the bubbles: (i) constant viscosity system (a1= 1,a2= 0), (ii) linearly increasing viscosity

case (a1= 0.2,a2= 0.2), (iii) constant viscosity case in which µr0 is set to the average viscosity of the linearly increasing

viscosity system (panel (ii)) for the distance traversed by the center of gravity of the bubble (µavg). (b) Variation of velocity

of the center of gravity of the bubble with time. The rest of the parameter values are Ga= 2.236 and Eo= 5×10−3.

shapes of the bubble become slightly oblate after reaching an apparent steady state at very early

time (for t > 10). However, it can be seen that as the Ga considered in this case is very low, the

velocity of the bubbles for constant viscosity cases (panels (a) and (c)) is nearly the same. However,

in case of linearly increasing viscosity medium (panel (b)), the velocity of the bubble decreases

as the local Ga decreases further due to the increase in local viscosity as the bubble moves in the

upward direction.

D. Point D: Ga = 2.236,Eo = 5 × 10−3

The terminal shapes of the bubbles for Ga = 2.236,Eo = 5 × 10−3 corresponding to the case

“D” in Fig. 5 are shown in Fig. 15(a). It can be seen that the shapes of the bubbles for the linearly

increasing viscosity medium (shown in sub-panel (ii) of Fig. 15(a)) and constant viscosity case

when µr0 is set to µavg (sub-panel (iii) of Fig. 15(a)) are almost similar (oblate shape). However,

the dimple of the bubble in case of the linearly increasing viscosity medium (sub-panel (ii) of

Fig. 15(a)) is not visible in sub-panel (iii) of the same figure. It can also be seen in sub-panel (i)

that the bubble takes a disk like shape for the base case (a1 = 1,a2 = 0). The velocity of the centre

of gravity versus time plot (Fig. 15(b)) confirms the above-mentioned conclusion. Inspection of

this figure also reveals that the bubble in linearly increasing viscosity medium decelerates after the

accelerating phase is observed during the early time.

V. CONCLUDING REMARKS

In this paper, we have examined the axisymmetric dynamics of bubble rise in an uncon-

fined viscosity stratified medium. An open-source finite-volume flow solver, Gerris, based on

volume-of-fluid methodology is used to investigate the flow, which involves the numerical solution

of the equations of mass and momentum conservation and an equation of the volume fraction of

the surrounding fluid. In spite of the large number of studies carried out on bubbles and drops, very

few studies have examined the influence of viscosity stratification (to the best of our knowledge,

none of them isolate the effects of viscosity-stratification) on the bubble rise dynamics. We have

presented a library of bubble shapes in the Galilei and the Eötvös numbers plane. The present results

(terminal shapes of the bubbles) agree well with those obtained by Tsamopoulos et al.49 for low Ga

and low Eo. The shapes of the bubbles are qualitatively different for higher values of Ga and Eo.

This difference may be attributed to the steady state calculations conducted in their study. Our re-

sults demonstrate a counter-intuitive phenomenon that the bubble undergoes extensive deformation
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by forming elongated skirt for linearly increasing viscosity medium for certain sets of parameter

values. This is due to the migration of less viscous fluid, which is trapped inside the wake region

bounded by the skirt of the bubble. This dynamics is very different from that observed in constant

viscosity medium. We found that for lower values of Eo and Ga, although the bubble moves slowly

in case of the linearly increasing viscosity medium, the shapes look very similar to those observed

in constant viscosity medium. In future, it will be interesting to investigate this phenomenon in

three-dimensions and by conducting experiments.
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