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Spinodal decomposition �barrierless phase transition� is a spontaneous phase separation caused by

conditions that force the system to become thermodynamically unstable. We consider spinodal

decomposition to occur under conditions of large supersaturation S and/or small ratio of interfacial

to thermal energies �, such that the computed number of monomers in a critical nucleus �*

= �� / ln S�3 is less than unity. The small critical nucleus size is consistent with a negligible energy

barrier for initiating condensation. Thus, in contrast to conventional opinion, it is suggested that the

spinodal decomposition is related to the homogeneous nucleation of metastable fluids. Population

balance equations show how clusters aggregate and rapidly lead to phase separation. Different mass

dependences of aggregation rate coefficients are proposed to investigate the fundamental features of

spinodal decomposition. When the mass dependency is an integer, the equations are solved by the

moment technique to obtain analytical solutions. When the mass dependency is a noninteger, the

general cases are solved numerically. All solutions predict the two time regimes observed

experimentally: the average length scale of condensed-phase domains increases as a power law with

an exponent of 1 /3 at early times, followed by a linear increase at longer times. © 2006 American

Institute of Physics. �DOI: 10.1063/1.2151900�

I. INTRODUCTION

Spinodal decomposition is a spontaneous, barrierless

phase separation caused by conditions that force the system

to become thermodynamically unstable. The process can be

understood by visualizing a phase diagram with a coexist-

ence �or binodal� curve �the solid curve in Fig. 1� represent-

ing separated phases in equilibrium and ending at a critical

point. The binodal encloses a spinodal curve �the dashed

curve in Fig. 1�, setting the limits of metastability and hence

of nucleation. The classical spinodal is the curve on the

phase diagram where the critical cluster vanishes.
1

For meta-

stable systems in the region between the binodal and spin-

odal curves, homogeneous nucleation generates stable clus-

ters that grow by rate-limited processes. When a

homogeneous fluid is brought rapidly into the unstable spin-

odal region, by changing either its temperature or composi-

tion, a spontaneous phase separation occurs.
2–5

This conden-

sation has been experimentally studied for the vapor phase,
6

binary alloys,
7

and polymer mixtures.
8

In polymer solutions

during phase separation, the polymer-rich phase becomes

more viscoelastic with time, causing spinodal decomposition

to produce fascinating network structures and patterns.
9

Un-

derstanding the phenomenon of spinodal decomposition and

its underlying mechanism is pertinent because of its intrinsic

importance not only in scientific investigation but also in

industrial materials manufacture.

The basic processes in condensation phase transition are

nucleation, dispersed cluster growth by reversible monomer

deposition, cluster aggregation �coalescence�, and Ostwald

ripening �coarsening�. The critical nucleus size plays a cru-

cial role in these processes, providing the criterion for

nucleus formation �homogeneous nucleation� and for nucleus

dissolution �denucleation�. The premise of this paper is that

when the nucleation barrier is vanishingly small, unhindered

cluster coalescence dominates the phase transition. Accord-

ing to these notions, the kinetics and dynamics of clusters

necessarily underlie condensation phase transitions.

The classical models of phase transitions are developed

by Becker and Doring
10 �BD�, Lifshitz and Slyozhov

11 �LS�,
and Wagner

12 �W�. The BD model for transitions from the

metastable state was based on the formation of clusters by

the addition or subtraction of monomers �with no coales-

cence among larger clusters�. The BD equations were

generalized
13

to allow the monomer concentrations to vary,

with the key restrictive assumption that only monomers can

interact with clusters. The LSW theory is concerned with the

ripening �coarsening� of the cluster size distribution due to

the transfer of mass from smaller less stable clusters to larger

more stable clusters, with attendant dissolution of unstable

�subcritical� clusters. Marqusee and Ross
14

showed that the

LSW solution can be represented as leading terms in an ex-
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pansion of the long-time solution. Further studies of these

two classical models of phase transitions, the BD and LSW

equations, discussed the connections between them
15

and the

different time regimes observed.
16

For coalescence and breakage, the general model pro-

posed by von Smoluchowski
17

allows clusters of all sizes to

aggregate and a cluster to split into unequal fragments. Mon-

ette and Klein
18

realized that coalescence of clusters is cru-

cial to the occurrence of spinodal decomposition, the premise

that we expand in this work. Unlike condensation from a

metastable state, the proposal is that spinodal decomposition

occurs when the nucleation energy barrier is negligible, al-

lowing clusters to form and coalesce rapidly. A

Smoluchowski-type population balance equation, previously

applied to Ostwald ripening
19

and shown to converge
20

to the

LSW solutions asymptotically, is applied to model spinodal

decomposition.

The Cahn-Hilliard
21,22

theory of spinodal decomposition

relies on defining a spinodal curve in terms of the free-

energy density f�c� by ���2f /�c2�T=0�c=cs. Through its basis

in equilibrium thermodynamics, this definition requires a

state equation that provides f�c� and is predicated on the

existence of equilibrium, at least locally. Concentration

fluctuations
23

are supposed to be governed by the collective

diffusion coefficient D=���2f /�c2�T, where � is a mobility

coefficient. In the unstable region, where ��2f /�c2�T�0, D

would be negative and spinodal decomposition is postulated

to involve the amplification of a small-amplitude, long-

wavelength density or concentration fluctuations caused by

thermal fluctuations. The Cahn-Hilliard theory thus enlists a

model that is unrelated to and does not transition smoothly

from homogeneous nucleation theory, which is fundamental

to understanding phase transitions from the metastable state.

Based on a generalization of the liquid-state theory of

uniform fluids and on the Fisk-Widom generalization of the

thermodynamic theory of van der Waals and Cahn-Hilliard, a

theory for the description of the thermodynamics and struc-

ture of nonuniform fluids was proposed to analyze the ther-

modynamic stability of a single-phase fluid in the spinodal

region.
24

Molecular dynamics was employed to investigate

the time evolution of phase separation by spinodal decompo-

sition in a simulated Lennard-Jones fluid.
25

More recently,

Moore et al.
26

reported that a two-dimensional Cahn-Hilliard

equation was able to model spinodal decomposition of a su-

persaturated Al–Ag alloy. Through mean-field theories and

Monte Carlo simulations of simple lattice models, Frenkel

theoretically investigated the interplay of polymer crystalli-

zation and liquid-liquid demixing.
27

This interplay results in

a shift of the crystallization and liquid-liquid demixing

curves in the phase diagram. A kinetic model was proposed,

by incorporating the nearest-neighbor pair approximation, to

investigate the kinetics of spinodal decomposition for a bi-

nary alloy system.
28

The morphology of polymer crystals

was dominated by the interplay of polymer crystallization

and liquid-liquid demixing. Employing the simple lattice

model, Frenkel
29

concluded that the kinetic interplay of spin-

odal decomposition and polymer crystallization controls the

final crystallite morphology. Many small crystallites are pro-

duced if crystallization is induced by the prior liquid-liquid

phase separation during spinodal decomposition.

The kinetics of spinodal decomposition was experimen-

tally studied by quenching the homogeneous liquid mixture

to the unstable region inside the miscibility gap. Jones et

al.
30

experimentally investigated the segregation of a mixture

of poly�ethylenepropylene� �PEP� and perdeuterated PEP

�dPEP�, which was preferentially wetted by dPEP. Although

these experiments showed the formation of the condensed

phase, quantitative results for the time dependence of the

domain size were not presented. By improving the experi-

mental techniques, Krausch et al.
31

investigated a similar

system and observed that the growth of the condensed-

phase-domain size follows the power-law dependence R�t�
� t1/3. Bulk phase separation, where fluid is driven by advec-

tive transport along the domain boundaries, yields faster

growth of the phase domain size. Other experimental

studies
32

presented a fast mode of condensed-phase growth

in polymer and fluid mixtures.

In simple fluid systems, two time regimes are

observed.
33

At relatively early times, the time variation of the

condensed-phase-domain size is a power law with an expo-

nent of 0.3–0.4; at longer times the variation becomes linear,

i.e., the exponent becomes unity. The early time regime is

supposed to be diffusion dominated because diffusion gov-

erns material transport in homogeneous liquids. At longer

times, the newly formed condensed phase establishes density

differences between the two phases and causes convection to

be the driving force.
34

By incorporating hydrodynamic ef-

fects, the phase separation can be modeled at both the mi-

croscopic and coarsed-grain levels.
35–37

Guenoun et al.
38

re-

ported that domain growth parallel to the surface was slower

than bulk growth and was characterized by a growth expo-

nent of 0.5-0.7. Bray
39

summarized the growth law for the

condensed phase in different regimes with growth exponents

of 1 /2, 1, and 2/3 as diffusive, viscous, and inertial hydro-

dynamic regimes, respectively. The analytical, numerical,

and experimental investigations of spinodal decomposition

have been extensively reviewed.
35–37,40

The objective of this study is to investigate the kinetics

of phase separation during spinodal decomposition. A

cluster-size-distribution model, previously applied to Ost-

wald ripening
19

and polymer crystallization, is used to model

these phenomena. It is shown that the model, by including

FIG. 1. Schematic phase diagram of a binary mixture where Tc is critical

temperature and �B represents the polymer volume fraction.
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aggregation, successfully simulates spinodal decomposition

and exhibits the two time regions observed experimentally

for the evolution of the average size of the dense phase do-

mains.

II. DISTRIBUTION KINETICS

Spinodal decomposition can be conceptualized in the

context of general phase-transition dynamics and can be con-

sidered as a limiting case that occurs when the fluid is un-

stable. In contrast to conventional theories that are unrelated

to and do not transition smoothly from homogeneous nucle-

ation theory, it is suggested that the process smoothly con-

nects with nucleated condensation of metastable fluids. Clas-

sical nucleation theory
41,42

accounts for nucleation rate by

means of the cluster energy W as a function of cluster radius

r expressed in terms of temperature T, interfacial energy �,

monomer molar volume xm /�, and supersaturation S,

W�r� = 4�r2� − �4/3��r3��/xm�kBT ln S . �1�

The mass x of a spherical condensate cluster is related to the

cluster mass density � and the radius r by x= �4/3��r3�. The

cluster energy reaches a maximum value W* at the critical

cluster radius r*,

r* = 2�xm/�kBT ln S . �2�

Thus by Eq. �2�, the energy barrier for nucleation is

W* = �16/3�xm
2 ��3/��kBT ln S�2. �3�

The critical cluster mass x* may be scaled in units of mono-

mer mass xm,

�* = x*/xm = ��/ln S�3, �4�

where

� = �4�xm
2 /3�2�1/32�/kBT �5�

is the ratio of monomer interfacial energy to thermal energy

kBT and plays a key role in controlling nucleation, growth,

and ripening.
43

The classical expression
42

for the nucleation

rate �nuclei/volume	 time� is the flux over the maximum

energy barrier �at r=r*�,

I = kn exp�− W*/kBT� , �6�

prefactor with the prefactor

kn = �m�0��2�2�xm/��1/2/� , �7�

where m�0� is the monomer concentration. The supersatura-

tion is defined by

S = m�0�/m

�0�, �8�

where m



�0�
is the monomer concentration in equilibrium with

its plane �r→
� condensed phase. For nucleation of a meta-

stable vapor, the number of monomers in the critical nucleus

�* is typically greater than 10, and nucleation precedes clus-

ter growth. According to Eq. �4�, however, for sufficiently

small � and large S, the nucleus critical size is smaller than

a monomer ��*�1� when the solution is brought into the

spinodal region by changing its temperature and composi-

tion. This unrealistic critical nucleus size indicates that, un-

like nucleation of a metastable vapor, spinodal decomposi-

tion does not involve a nucleation barrier mechanism

because the monomer �molecule in the solution� is larger

than the critical nucleus. According to this view, spinodal

decomposition is actually condensation by cluster aggrega-

tion in the solution.

Experiments show that small microdomains or clusters

rapidly appear and grow by diffusion and coalescence until

they become large enough to sediment.
44

The hypothesis of

the present investigation is prompted by these observations.

As the supersaturation increases, or �less likely� the interfa-

cial energy decreases, the critical nucleus size �* decreases.

When �*� �1, the concept of a smallest stable cluster loses

its meaning, and condensation has no nucleation barrier. At

such high values of S, the density or concentration of the

fluid is large enough that an aggregation process, similar to

step polymerization, can occur. Thus, monomers combine to

form dimers, dimers combine with monomers or with other

dimers, the resulting trimers or tetramers combine with other

clusters, and so on. By means of this cascading coalescence,

in addition to diffusion-influenced monomer addition to clus-

ters �growth�, the fluid rapidly condenses. Going beyond

mean-field theories that are based on thermodynamic equa-

tions of state, the present model is thus based on heteroge-

neous cluster kinetics and dynamics. Through its dependence

on supersaturation, the hypothesized process allows a

smooth transition between the theories of homogeneous

nucleation and spinodal decomposition. Homogeneous

nucleation with reversible cluster growth has been applied

previously to crystal growth in polymer crystallization.
45–47

Since the critical cluster size is less than one molecule,

the condensation, according to the pattern evolution of spin-

odal decomposition,
34

can be represented as a reversible

aggregation-fragmentation process for clusters,

C�x� + C�x��⇄
kb

ka

C�x + x�� , �9�

where C�x� represents a cluster having mass of x, ka stands

for the aggregation rate coefficient, and kb stands for frag-

mentation rate coefficient. We assume that monomer-cluster

interactions are negligible.

The population balance equations that govern the distri-

bution of the clusters, c�x , t�, is based on mass conservation

for the processes represented by Eq. �9�:

�c�x,t�/�t = − 2c�x,t��
0




ka�x,x��c�x�,t�dx�

+ �
0

x

ka�x�,x − x��c�x�,t�c�x − x�,t�dx�

− kb�x�c�x,t� + 2�
x




kb�x��c�x�,t�dx�. �10�

Integral forms of the rate expressions in the population bal-

ance equation lead themselves to the calculation of moments,

defined as integrals over x,
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c�n��t� = �
0




c�x,t�xndx . �11�

The zeroth moment c�0��t� is the time-dependent molar con-

centration of clusters, and the first moment c�1��t� is mass

concentration �mass/volume�. The average cluster mass is the

ratio

cavg = c�1�/c�0�. �12�

In general both rate coefficients ka and kb are functions

of cluster mass, as well as temperature and other local ther-

modynamic state conditions. If we consider them as con-

stants, applying the moment operation implied by Eq. �10�
yields

dc�n�/dt = − 2kac�0�c�n� + ka�
j=0

n

�n j�c
�j�c�n–j� − kbc�n�

+ 2kbc�n�/�n + 1� . �13�

It follows that the cluster moment equations for n=0 and 1

are

dc�0�/dt = ka�kb/ka − c�0��c�0� �14�

and

dc�1�/dt = 0, �15�

where Eq. �15� is the mass balance. The initial condition is

molar concentration c
0

�0��of monomers�, which gives the con-

stant mass concentration

c0
�1� = xmc0

�0�. �16�

To satisfy microscopic reversibility �detailed balance�, the

local equilibrium condition for Eq. �14� imposes

kb/ka = ceq
�0�. �17�

According to experimental observations, however, all the

clusters finally aggregate into one continuous dense phase

�or a relatively few clusters�, c
eq

�0��0. It can be concluded

that the fragmentation rate coefficient is relatively small, ka

�kb, and fragmentation can be neglected in Eq. �10�. We

therefore focus on an irreversible aggregation model.

As mentioned, the aggregation rate coefficient is a func-

tion of the masses of combining clusters. Previous studies
48

have considered ka�x ,x��=��xx��a or �x+x��b. Here, the rate

coefficient is represented as a general power-law form,

ka�x,x�� = ��xx��
�x + x���, �18�

where the aggregation rate coefficient prefactor � and the

powers 
 and � are constants. Dimensionless quantities are

scaled by the prefactor � and the molecular weight xm,

� = x/xm, � = t�xm
2
+�, C��,�� = c�x,t�xm, �19�

where � is the number of monomers in the cluster and

C�� ,��d� represents the number of dense phase domains in-

cluding molecules in the range ��, �+d�� at time �. Based on

the dimensionless quantities, the population balance equation

�Eq. �10�� neglecting fragmentation can be written as

�C��,��/�� = − 2�
C��,���
0




��

�� + ����C���,��d��

+ ���
0

�

�� − ���
��

C���,��C�� − ��,��d��.

�20�

Similarly, the nth moment of dense phase domains can be

rewritten into a dimensionless form,

C�n���� = �
0




C��,���nd� . �21�

Applying the moment operation to Eq. �20� for integer val-

ues of n and � yields

dC�n�/d� = − 2�
j=0

�

��
j�C�n+
+j�C�
+�−j�

+ �
j=0

n+�

�n+�
j�C�
+j�C�n+
+�−j�. �22�

For n=1, dC�1� /d�=0 for all values of 
 and �, indicating

conservation of mass, C�1����=C
0

�1�
. The simplest case,

FIG. 2. Effect of �a� 
 with �=0 and �b� � with 
=0 on the time evolution

of Cavg with C
0

�0�
=1 and C0

avg=50. The points represent the analytical solu-

tions and the lines represent the numerical solution.
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=�=0 �i.e., ka�x ,x��=��, represents mass independence of

the rate coefficient. The zeroth moment based on Eq. �22� is

dC�0� /d�=−C�0�2, which can be solved with the initial con-

dition C�0���=0�=C
0

�0�
yielding C�0�=C

0

�0�
/ �1+C

0

�0�
��. Thus,

for 
=�=0, the average mass of condensed-phase domains

can be written in analytical form,

Cavg = C0
avg�1 + C0

�0��� . �23�

The case 
=0 and �=1 �i.e., ka�x ,x��=��x+x��� repre-

sents the coagulation kernel
48,49

and is relevant to branched

polymerization processes, where the biparticle interaction

depends on the masses of both particles. The zeroth moment

based on Eq. �22� is dC�0� /d�=−2C�1�C�0�, which can be

solved with the initial condition C�0���=0�=C
0

�0�
yielding

C�0�=C
0

�0�
exp�−2C

0

�1�
��. Thus, for 
=0 and �=1, the analyti-

cal solution is

Cavg = C0
avg exp�2C0

�1��� . �24�

The case �=0 with 
 not equal to zero represents the

kernel
50

where the biparticle interaction has a power-law de-

pendence on the size of interacting particles. For instance,

�=0 with 
=1 represents the kernel commonly encountered

when polymers react to form crosslinks and has been shown

to lead to the phase transition known as gelation.
51

The sub-

stitution of 
=1 and �=0 into Eq. �22� yields for the zeroth

moment dC�0� /d�=−C�1�2, which can be solved with the ini-

tial condition C�0���=0�=C
0

�0�
yielding C�0�=C

0

�0�
−C

0

�1�2
�.

Thus for 
=1 and �=0 the corresponding analytical solution

for Cavg is

Cavg = C0
avg/�1 − C0

avgC0
�1��� . �25�

For other values of 
 and �, analytical solutions are not

possible. If the cluster size distribution follows a certain dis-

tribution function, a closure approximation
51

can be used to

solve the equations. However, a general approach is to solve

the equations numerically based on methods described

earlier.
45

The differential equation �20� was solved by

Runge-Kutta technique with an adaptive time step with

C�� ,�� evaluated at each time step sequentially. The mass

variable ��� was divided into 5000 intervals and the adaptive

time ��� step varied from 10−5 to 10−2. These values ensured

stability and accuracy at all values of the parameters. At

every time step, the mass balance �Eq. �15�� was verified.

The numerical results were further validated by comparison

with analytical moment solutions.

III. RESULTS AND DISCUSSION

We investigate a range of 
 and � values to explore the

kinetics of phase transition in spinodal decomposition. The

initial conditions of the first two moments are assumed to be

FIG. 3. Time variation of the average cluster size R for �a� systems with analytical solutions and �b� systems solved numerically. �c� A plot versus �1/3 to show

a power-law relationship at early times: �d� A linear plot to show the linear variation at long times.
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C
0

�0�
=1 and C

0

�1�
=50. Figures 2�a� and 2�b� show the effects

of 
 and �, respectively, on the time evolution of average

mass of the condensed phase. The solid lines are numerical

solutions, which match well with the available analytical mo-

ment solutions �represented by symbols�. The average mass

increases sharply as 
 increases, while the effect is less pro-

nounced with increasing �. However, in all cases, the

condensed-phase domains coalesce and finally evolve into

one single phase, which is consistent with the pattern evolu-

tion of phase separation via spinodal decomposition.
34

As in

experimental observations, the increase of average mass is

slow at small times but becomes rapid at larger times.

Since the initial critical size of the condensed-phase do-

main, �*, is less than 1, c0
avg is the mass of a single molecule,

xm. For spherical dense phase domains, the average charac-

teristic length is

R��� = �3/4 Cavg/N���1/3 = ��Cavg����1/3, �26�

where � stands for the density of the dense phase domains

and N is Avogadro’s number. For simulation, � is assumed to

be of the order unity. Figure 3�a� shows the time evolution of

the average size of the dense phase domains, R, for the three

cases having analytical solutions �based on Eqs. �23�–�25��.
The time variation of R is also plotted for various values of 


and � �Fig. 3�b�� for the numerical solutions. The plot indi-

cates that the time variation of the average size of the

condensed-phase domain has a power-law relationship, with

the exponent increasing gradually from 1/3 at short times to

unity at longer times. To further illustrate this, Fig. 3�a� and

3�b� are replotted against �1/3 �Fig. 3�c�� at short times and

against � �Fig. 3�d�� at longer times. The plots are nearly

linear, indicating that the model successfully predicts the two

time regions observed experimentally.
33

Thus this model,

which includes aggregation but ignores fragmentation, is

able to simulate the time evolution of the average size of the

dense phase domains showing both the diffusion-controlled

and convection-controlled regimes.

IV. CONCLUSION

Understanding the mechanism of spinodal decomposi-

tion is crucial in developing a valid model for the phase-

transition kinetics within the spinodal curve. Unlike conden-

sation from a metastable state, we hypothesize that when the

classical energy barrier for nucleation is negligible, single

molecules aggregate and phase separate rapidly. In the

present work, the detailed quantitative description of the

phase separation is obtained by cluster-size-distribution ki-

netics. Focusing on the aggregation mechanism, we have es-

tablished and solved a generalized population balance equa-

tion. For specific integer values of the mass exponents, 
 and

�, analytical solutions are obtained. The population balance

equation with varying values of 
 and � was solved numeri-

cally. The solutions were successful in demonstrating that the

average size of the dense phase domains increases as a power

law with an exponent of 1 /3 at shorter times and linearly at

longer times.
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