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Abstract 

A numerical approach is presented for predicting the species concentrations and 

temperature profiles of chemically reacting flow in the non-catalytic partial oxidation 

of hot coke oven gas (HCOG) in a pilot-scale reformer installed on an operating coke 

oven. A detailed chemical kinetic model consisting of 2216 reactions with 257 species 

ranging in size from the hydrogen radical to coronene was used to predict the 

chemistries of HCOG reforming and was coupled with a plug model and one-

dimensional (1D) flow with axial diffusion model. The HCOG was a multi-component 

gas mixture derived from coal dry distillation, and was approximated with more than 
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40 compounds: H2, CO, CO2, CH4, C2 hydrocarbons, H2O, aromatic hydrocarbons such 

as benzene and toluene, and polycyclic aromatic hydrocarbons up to coronene. The 

measured gas temperature profiles were reproduced successfully by solving the energy 

balance equation accounting for the heat change induced by chemical reactions and 

heat losses to the surroundings. The approach was evaluated critically by comparing 

the computed results with experimental data for exit products such as H2, CO, CO2, and 

CH4, in addition to the total exit gas flow rate. The axial diffusion model slightly 

improves the predictions of H2, CO, and CO2, but significantly improves those of CH4 

and total exit flow rate. The improvements in the model predictions were due primarily 

to the improved temperature predictions by accounting for axial diffusion in the flow 

model. 

 

Keywords: Reforming; Partial oxidation; Coke oven gas; Synthesis gas; Detailed 

chemistry 

1. Introduction 

Efficient, cost-effective technologies to reform hydrocarbon fuels are needed to 

encourage future H2 utilisation. One promising source of H2 is coke oven gas (COG), 

which is a by-product in coke production, emitted at 300–350 Nm
3
 per ton of coal [1]. 

The hot coke oven gas (HCOG) released from a coke oven is a multicomponent gas 

mixture, containing tarry compounds and steam in addition to H2, CO, CO2, and CH4 

[2–4]. The tar contains mono- and polycyclic aromatic hydrocarbons and comprises 

approximately 30 wt% of the HCOG [5]. In the conventional coke-making process, the 

HCOG is quenched to remove condensing components such as tar and water. The dry 

COG is used as fuel in steelworks and contains 54–59 mol% H2 and 24–28 mol% CH4 
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[6]. The amount of H2 in dry COG can be amplified by catalytic [7,8] or non-catalytic 

[9,10] reforming by CO2 or steam. Clean (tar-free) gas production by direct reforming 

of HCOG (without a cooling process) has been studied as an efficient process by 

utilising the HCOG heat [2,11,12]. The products from the partial oxidation of HCOG 

reforming are also suitable as feedstock for methanol production [13]. HCOG typically 

contains 0.3 wt% H2S [11], which can deactivate the reforming catalysts. Catalytic 

deactivation by sulphur compounds [14,15] and coke [16–18] is unavoidable; these 

problems make non-catalytic reforming an attractive option for HCOG reforming. 

Non-catalytic partial oxidation is conducted in a reactor by feeding HCOG and air in a 

sub-stoichiometric ratio, which results in temperature >1500K [11]. The high 

temperature and steam produced by the partial oxidation process are used to sustain the 

endothermic reforming reactions [19,20]. There are many commercial and technical 

benefits of applying the numerical simulations based on the reliable reactor models, 

which helps in designing the reactor and optimizing the process operation. Prediction of 

the axial temperature profile without using empirical information is important for the 

design and operation of an exothermic partial oxidation process. Many flow reactor 

simulations have been carried out based on pre-existing/empirical temperature profiles 

[13,21,22] or with assumptions such as isothermal and negligible axial diffusion. For 

example, hydrocarbon pyrolysis experiments have been simulated numerically with a 

detailed kinetic model [23] coupled with a plug flow reactor model [21], where 

empirical temperature profiles were used as input for plug flow simulations. Sheng et al. 

[22] emphasised the importance of gas-phase kinetics in anode channel solid oxide fuel 

cells and used a model with an empirical axial temperature profile. Previously, we 

approximated the experimental axial temperature profile of a HCOG reformer as an 
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empirical polynomial, validating it based on an empirical temperature profile with the 

assumption of negligible axial diffusion [13]. These empirical temperature profiles were 

developed based on limited temperature measurements and might introduce uncertainty 

in model predictions. Axial diffusion causes a degree of mixing in the axial direction in 

real reactors, the plug flow reactor model is appropriate when this effect is sufficiently 

small that it can be ignored. Diffusion can occur because of the concentration gradient 

in the axial direction. It is usually less important than bulk flow in most practical 

systems. However, the inclusion of axial diffusion in plug flow reactor models may give 

information about the deviation from ideality, which is generally present in real reactor 

systems [24]. 

The primary importance of this paper is that it estimates the axial temperature 

profiles for the partial oxidation of HCOG using a new numerical approach. The heat 

losses to the surroundings and non-ideality of the plug flow with axial diffusion are 

accounted for in numerical simulations. An existing kinetic model proposed by Richter 

and Howard [25] is used to simulate the pilot-scale HCOG reforming. The kinetic 

model consists of more than 2000 elementary steps, such as reactions, and is capable of 

accurately capturing phenomena that occur in the gas-phase reactions. The kinetic 

model is validated with experimental observations of the major components, such as H2, 

CO, CO2, and CH4, and the total dry gas flow rate, in addition to the axial temperature 

profiles of 19 pilot-scale runs. 

 

2. Pilot-scale Test of HCOG Reforming 

A pilot-scale test plant for HCOG reforming with partial oxidation was installed on a 

platform of an operating coke oven at Kitakyushu city, Japan. The HCOG was 
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collected from three coke chambers and introduced to the reformer at a temperature 

range of 625- 665 K together with O2 at room temperature. The HCOG flow rate was 

adjusted by the dampers, which were placed at the top of the coke oven chambers.  

HCOG was fed into a horizontal cylindrical section (0.6-m ID and 3.24 m long) at flow 

rates from 45 to 63.9 Nm
3
/h and was partially oxidized by O2 (from 14.2 to 19.4 

Nm
3
/h) from the four nozzles near the inlet. The reformer was operated at atmospheric 

pressure. Temperature profiles were measured with thermocouples inserted vertically at 

different positions inside the reformer. The gas compositions at the reformer inlet and 

outlet were measured using an online gas chromatography, and condensing products 

such as water and tar were sampled and analysed offline. The details of the pilot-scale 

test procedure have been reported elsewhere [13]. Pilot-scale measurements of 19 runs 

were used to validate the numerical approach. 

The HCOG is a multicomponent gas mixture, particularly it contains around 30 wt.% tar 

compounds that include various mono and polycyclic aromatic compounds. Due to this 

nature, reforming of HCOG by partial oxidation is a complex process. Chemistry and 

kinetics are essential to understand the complex reforming process. HCOG contains   

large fractions of CH4, and H2, and these species are participating in combustion 

reactions with O2, thereby accelerating the reforming of the tar by steam. The water 

produced from the CH4 and H2 oxidations, and reverse water- gas shift reaction, in 

addition to these water formation reactions, HCOG also contains some fraction of H2O,  

may induce reforming reactions. Most likely, these  exothermic oxidation reactions were 

dominating at the reactor entrance, and later endothermic reforming reactions are taking 

place. 
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3. Modelling Approach 

A one-dimensional flow reactor model coupled with heat losses to the surroundings was 

used to simulate the HCOG reforming pilot-scale tests. The real reactor is shown 

schematically in Figure 1. For the numerical simulations, the flow reactor was idealised 

as a 3.2-m-long tube reactor with a constant inside diameter of 0.6 m. 

 

3.1 Plug Flow Model 

A plug flow reactor model was implemented by assuming ideal gas behaviour and 

constant pressure. The total continuity equation is written as 
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In these equations, ρ is the density in kg/m
3
, u is the velocity in m/s, Yk is the mass 

fraction of species k , l is the thermal conductivity of the mixture in J/(m·s·K), hk is the 

specific enthalpy in J/kg, ωk is the molar production rate of species (mol/(m
3
·s)), Wk is 

the molecular weight of species k  in kg/mol, Uloss is the overall heat transfer coefficient 

relating the heat loss from the reactor to the atmosphere in J/(m
2
·s·K), As is the surface 

area per unit length, Ac is the cross-sectional area, T is the gas phase temperature, and 

Tamb is the atmospheric temperature. 
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3.2 1D- Flow Model with Axial Diffusion 

The total continuity equation was the same as above, and species transport in a reactor 

model with axial diffusional resistance is described as  

.
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where jk is the mass flux of species (kg/m
2
·s) given by 
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The energy equation that considers the heat loss from the reactor wall to the atmosphere 

is represented as 
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and the density is calculated from the equation of the state 
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The mass fluxes are calculated in such a way that the total flux is conserved, i.e., 
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Here, Dkm is the diffusional coefficient of species k  in the mixture, and Xj is the mole 

fraction of species j. The binary diffusion coefficient is calculated from Chapman–

Enskog theory [26]. 
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3.3 Detailed Kinetic Model 

We used an existing detailed kinetic model [27] developed by Richter and Howard that 

consists of 2216 elementary irreversible reactions with 257 chemical species ranging in 

size from the smallest radical (the hydrogen radical) to the largest molecule (coronene). 

This mechanism was applied successfully to predict the aromatic hydrocarbon 

conversions in the presence of hydrogen and steam [28]. The thermodynamic data for 

the species involved in the mechanism and the rate constants were used without 

modification. 

 

3.4 Numerical Simulations 

A one-dimensional reactor model coupled with the detailed kinetic model was used for 

numerical simulations. A portion of the HCOG was sampled from the gas stream. Tarry 

constituents were condensed and weighed to determine the total tar concentration in 

HCOG, which was varied from 44 to 126 g/Nm
3
. Tar was approximated to be a mixture 

of 31 aromatic hydrocarbons as done in our previous works [13,29] and the abundances 

of the compounds were estimated based on the quantitative analysis by Kirton et al [6]. 

Table 1 shows the composition of the feed HCOG for numerical simulation (run 11), 

and those for all 19 runs are provided in the supplementary material. All of the runs of 

the HCOG partial oxidation experimental results were used to validate the model, not 

only with axial temperature profiles but also with major gas-phase species such as H2, 

CO, CO2, and CH4. The implicit code LIMEX [30] for the plug flow model or CVODE 

[31] for the axial diffusion flow model was used to solve the coupled governing 

equations describing the numerical model. The DETCHEM
PLUG 

[32] was partially 

customized and used for the plug flow simulation. Global sensitivity analysis was 
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carried out for the major gas-phase species to understand the dominant and important 

reactions in the mechanism. 

 

4. Results and Discussion 

4.1 Plug Flow Model 

A temperature measurement along the axial position of the reactor indicated that the 

temperature was high near the reactor inlet and decreased towards the exit. The initial 

increase in temperature was due to the exothermic partial oxidation, and the decreasing 

trend was due to the endothermic reforming. The initial simulations were performed 

with an ideal plug flow model [32] under adiabatic conditions, but these failed to predict 

the temperature profile (Figure 2). Because the reactor inlet temperature is lower than 

the ignition temperature of the mixture, the reaction mixture is force ignited in the 

numerical simulations. In this method, the reaction rates are calculated at a pre-defined 

ignition temperature, which results in a change in the enthalpy of the mixture so that 

eventually, the mixture temperature exceeds the pre-defined ignition temperature due to 

the exothermic reactions. Once the mixture temperature exceeds the pre-defined ignition 

temperature, the reaction rates are calculated using the actual mixture temperature. 

Figure 2 shows the temperature profile (run 11) as a function of axial position 

under adiabatic conditions. When the pre-defined ignition temperature was too high, 

e.g., 1000 K, the reaction rate was very high, and the gas phase temperature increased 

suddenly within a few centimetres of the reactor inlet; this was not captured the 

thermocouple measurement at near the reactor inlet, so the profile is flat. In another 

case, at a pre-defined ignition temperature of 850 K, the supplied energy was not able to 

ignite the fuel mixture, and the predicted temperature profile showed a constant 
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temperature after ignition. At an ignition temperature of 900 K, the profile was sluggish 

and showed a sharp increase. This procedure optimised the ignition temperature and 

predicted the sharp increase and first thermocouple measurement at 950 K, although it 

failed to predict the complete trend. This might be because in the actual pilot-scale 

reactor, there is heat loss to the surroundings, and the numerical model neglects this 

loss. 

To capture the complete profile, heat loss to the surroundings was also 

considered by introducing the overall heat transfer coefficient. A DETCHEM
PLUG

 code 

[32] was partially customized to implement the heat loss from the reactor wall to the 

surroundings. Figure 3 shows the effect of heat losses to the surroundings at a fixed 

ignition temperature 950 K. When the overall heat transfer coefficient Uloss was zero, 

the predicted temperature was uniform throughout the reactor, i.e., adiabatic conditions, 

and the predicted temperature profile far exceeded the experimental measurements. 

When Uloss was 10 W/m
2
·K, more heat was lost from the reactor, and the predicted 

profile was far below the actual temperature profile. The predicted profile was just 

above the measured profile when Uloss was 2 W/m
2
·K. The experimental temperature 

profile (run 11 of 19 runs) was captured accurately when the overall heat transfer 

coefficient was 4 W/m
2
·K. 

 

4.2 Critical Evaluation 

Figure 4 shows the model predictions with axial temperature observations of the HCOG 

reformer for 19 runs. All of these predictions used an overall heat transfer coefficient of 

4 W/m
2
 K and an ignition temperature of 950 K. A large difference was observed 

between the predicted and measured temperature at the first thermocouple location, 
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which was located at the reactor inlet. However,  except at near the reactor inlet, the 

ratio between the predicted and measured temperature at different thermocouple 

locations varies from 0.95 to 1.13 and were generally within ±10% error. These ratios 

indicate that the model well predicts the axial temperatures at different locations of the 

reformer except at near the reactor inlet. The parity plot between the model predictions 

and measured temperatures along the axial position of the reformer was provided in the 

supplementary material. The initial sharp rise in temperature near the reactor inlet was 

due mainly to the exothermic partial oxidation reactions of light hydrocarbons and H2 

combustion.  

Figure 5 compares the predicted dry gas mole fractions at the reactor outlet with 

pilot-scale reforming runs for major species such as H2, CO, CO2, and CH4 for the 19 

test runs. The range of ratios of the volume % predicted numerically to those measured 

were 0.96–1.02, 1.11–1.29, 0.65–0.9, and 0.09–0.94 for H2, CO, CO2, and CH4, 

respectively. Overall, the predictions were in good agreement with the pilot-scale runs. 

Our kinetic model does not contain H2-yielding gas-solid reactions, such as carbon 

deposition and soot-formation mechanisms. Many factors account for the over- and 

under-predictions, such as the accumulation of coke on the reactor wall. The deposition 

of carbon reduces the gas volume, but increases the H2 concentration. 

Figure 6 compares the numerically predicted dry gas flow rates at the rector 

outlet with measured flow rates in the HCOG reformer. The simulation tended to over-

predict the outlet flow rate, mainly due to the over decomposition of hydrocarbons 

induced by over-predicted temperatures near the reactor entrance. 
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4.3 Sensitivity Analysis 

In all the pilot-scale runs, H2, CO2, and CH4 were under predicted, whereas CO was 

over-predicted. To understand these disagreements qualitatively, a global sensitivity 

analysis of major gas phase species was carried out with HOMREA [33], a software 

package designed for homogeneous reaction systems. High sensitivity coefficients have 

a substantial influence on the model predictions. A positive sensitivity coefficient 

indicates that the reaction enhances the species production rate or slows its consumption 

rate, whereas a negative sensitivity coefficient indicates the opposite. Although the 

kinetic model contains 2216 reactions, only a few reactions were found to be sensitive 

for the H2, CO, CO2, and CH4 predictions. Figure 7 shows the global sensitivity for the 

major gas species. Only four and 15 reactions were sensitive to the CO2 and H2 

predictions, respectively, and 13 reactions to CO and CH4 in a complex reaction 

network. 

Figure 7a shows the sensitive coefficients (R1–R15) for H2; reaction R2 was the 

most sensitive for the production of H2, whereas the consumption of H2 was more 

sensitive to reaction R1. Reaction R1 might be responsible for the under-prediction of 

H2 in most of the runs. The sensitivity coefficients for CO are shown in Fig. 7b. 

Reactions R1 and R6 were more sensitive to the CO production rate, whereas the CO 

consumption was influenced mostly by reactions R2 and R5. The over-prediction of CO 

was due mainly to reactions R1 and R6. 

Figure 7c shows the sensitivity coefficients for CO2. Reactions R1 and R18 were 

more sensitive for CO2 consumption, whereas the CO2 production was influenced more 

by reactions R2 and R3. The plug flow model predicted CO2 values lower than the 

experimental measurements due mainly to reactions R1 and R18. The sensitivity 
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coefficients for CH4 are shown in Fig. 7d. The consumption of CH4 was more sensitive 

to reactions R8 and R11, which might be responsible for the under-prediction of CH4 in 

all of the runs. Reaction R12 was sensitive to the production of CH4. However, the 

activation energy of reaction R8 was very high (439 kJ/mol), which indicates that the 

reaction was the most temperature sensitive. The kinetic model predicted a higher 

temperature than the actual value at near the reactor inlet, which might cause greater 

consumption of CH4 via partial oxidation, which is another reason for the under-

prediction of CH4. Nevertheless, the under- and over-predictions of gas-phase species 

composition were due mainly to the over-predicted reaction temperatures and deviation 

from ideal behaviour. Overall, the under-prediction of H2 and CO2, and over-prediction 

of CO were greatly influenced by reaction R1, and reactions R8 and R11 were 

responsible for the under-prediction of CH4. 

 

4.4 Flow Model with Axial Diffusion 

The ideal plug flow reactor models neglect axial diffusion. However, the presence of 

axial diffusion causes a degree of mixing in the axial direction of real reactors. 

Therefore, neglecting the axial diffusion term in a plug flow reactor model can lead to 

uncertainty in the model predictions. The predicted temperature rose suddenly near the 

reactor inlet in the absence of diffusion flow resistance (Figure 2). This behaviour 

results mainly from the exothermic H2 combustion. The high diffusion coefficient of H2 

[34] might be responsible for a sharp rise in temperature, as it was present in significant 

amounts in the HCOG mixture. The addition of the diffusion term to the flow modelling 

provides considerable insight into the operation of a realistic reactor. 
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The model predictions of the major gas phase species mole fractions before and 

after the addition of diffusional flow as a function of axial position are presented in Fig. 

8. The upper plots show the temperature profiles (left, plug flow; right, flow with axial 

diffusion), and the lower plots show the gas-phase species composition. A smooth 

profile is observed in the model with axial diffusion. These smooth profiles are due 

primarily to the complete HCOG mixing with oxygen and the axial diffusion of 

chemical species, particularly H2, resulting in a reduction of the sharp rise in 

temperature near the reactor inlet. Sudden changes are observed in steam composition in 

both the plug flow model and axial diffusion flow model near the reactor inlet. This 

sudden rise in steam composition is due mainly to the two dominant exothermic 

reactions: H2 combustion and partial oxidation of CH4. 

In both the cases, the injected O2 was consumed completely by HCOG near the 

reactor inlet; as a result, the mole fractions of H2O and CO2 started increasing. The 

water concentration reached a maximum at a reactor length of 0.1 m and then decreased. 

Downstream from the reactor, the mole fractions of H2O and CH4 decreased, and the 

CO and H2 mole fractions increased, indicating CH4 reforming. The major gas phase 

species reached a steady state at 0.3 m from the reactor inlet. This indicates that the 

major reactions during the HCOG reforming by partial oxidation and steam reforming 

were nearly complete. 

The pilot-scale measurements of run 11 were used to validate the diffusional flow 

model. Numerical simulations were performed with boundary and inlet conditions 

identical to those of run 11. The predictive capabilities of the plug flow and axial 

diffusion models are compared in Figure 9, where the predicted values were plotted 

against measured ones. Significant improvements were observed mainly in the CH4 
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predictions, and slight improvements in the H2, CO, and CO2 mole fraction predictions 

at the reactor exit. For example, in one of the pilot scale runs, the CH4 predictions by the 

axial diffusion model and plug flow model were 1.15 mol.% and 0.68 mol.%, 

respectively. The experimentally measured value was 1.33 mol.%. The improvements in 

the prediction arose mainly from a reduction in the sharp rise in temperature at the 

reactor entrance caused by the axial diffusion of the species.  

Figure 10 shows the comparison between plug flow and axial diffusion model 

predictions for the dry gas flow rate versus those measured at the reactor exit. The 

model predictions of an axial diffusion model were very closed to the pilot scale 

measurements. The disturbances in the model predictions needs further research to 

examine our assumptions. The reforming features of HCOG may be captured more 

precisely by using multi-dimensional simulations. Further study will include CFD 

model coupled with detailed chemical kinetic model.  

 

5. Conclusions 

This study offers a new numerical approach for predicting the axial temperature profile 

for HCOG reforming by partial oxidation. One-dimensional reactor models were 

developed that considered the heat loss from the reactor wall to the surroundings (plug 

flow) and axial diffusion, validated with pilot-scale HCOG reforming with partial 

oxidation measurements. In the plug flow simulations, an ignition temperature option 

was used initially to calculate the reaction rates, and then the reaction rates were 

calculated using the gas-phase temperature. The overall heat transfer coefficient for heat 

losses from the reactor was optimised empirically at 4 W/m
2
·K; with this value, the 

experimental axial temperature profiles of the HCOG pilot-scale runs were reproduced 
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well. In the numerical simulations, a sharp rise in temperature was observed; this 

behaviour was unrealistic in a real reactor. The model predictions were validated 

exhaustively with 19 pilot-scale runs of axial temperature profiles along with the 

composition of the major gas phase species (H2, CO, CO2 and CH4) and total dry gas 

flow rates. With the plug flow model, the ratios of gas composition (vol.%) between 

predicted and measured values were ranged 0.96–1.02, 1.11–1.29, 0.65–0.9, and 0.09–

0.94 for H2, CO, CO2, and CH4, respectively. Marked deviation was observed between 

the CH4 model predictions and pilot-scale tests. A global sensitivity analysis was used to 

identify the temperature-sensitive reactions. The reaction of H2 with OH forming H2O 

and H was the reaction most responsible for the under-prediction of H2 and CO2 and 

over-prediction of the CO mole fractions. The CH4 decomposition reaction giving CH3 

and H was more temperature sensitive and was responsible for the CH4 under-

prediction. The addition of a diffusion flow term in the reactor model provides 

considerable insight into the operation of a realistic reactor. Improved predictions are 

obtained with a 1D flow model with axial diffusion. The improvements in the model 

predictions are due primarily to the improved temperature predictions by accounting for 

axial diffusion in the flow model. 
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Figure 1: Schematic representation of the pilot-scale HCOG reformer.
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Figure 7: Global sensitivity analysis of the major gas phase species H2, CO,
CO2, and CH4.
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Figure 9: Comparision of the reformed gas compositions predicted by the plug
flow model and one dimensional flow with axial diffusion model with those
measured by the pilot-scale tests for HCOG reforming with non-catalytic partial
oxidation.

7



Plug ow

Axial di usion

Measured gas ow rate, Nm3/h- dry gas

P
re

d
ic

te
d
 g

a
s
 

o
w

 r
a
te

, 
N

m
3
/h

- 
d
ry

 g
a
s

Figure 10: Comparision of the reformed gas flow rates predicted by the plug flow
model and one dimensional flow with axial diffusion model with those measured
by the pilot-scale tests of HCOG reforming with non-catalytic partial oxidation.
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Table 1 

Composition of the feed HCOG for numerical simulation (run 11). 

Compounds 
Mole 

fraction 

H2  
4.413E-01 

CH4 
1.439E-01 

C2H4  
7.261E-03 

C2H6 
2.602E-03 

CO 
3.374E-02 

CO2  
8.276E-03 

N2  
2.279E-02 

O2 
1.855E-01 

H2O 
1.461E-01 

benzene  
3.362E-03 

toluene  
4.034E-04 

xylene 
0.000E+00 

styrene  
1.468E-04 

phenol  
3.211E-04 

indene 
4.221E-04 

naphthalene 
2.346E-03 

2-methylnaphthalene  
2.052E-04 

1-methylnaphthalene  
9.145E-05 

acenaphthylene  
1.616E-04 

acenaphthene  
3.305E-05 

fluorine 
1.015E-04 
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phenanthrene  
3.293E-04 

anthracene 
8.282E-05 

cyclopenta[def]phenanthrene 
1.293E-05 

2-phenylnaphthalene  
6.022E-06 

fluoranthene 
1.329E-04 

acephnanthrylene  
5.213E-06 

aceanthrylene  
4.344E-06 

pyrene 
9.122E-05 

benzo[a]fluorine 
7.312E-06 

cyclopenta[cd]pyrene  
2.330E-06 

benz[a]anthracene 
3.618E-05 

chrysene 
3.848E-05 

benzo[b]fluoranthene  
2.925E-05 

benzo[e]pyrene  
2.228E-05 

benzo[a]pyrene  
2.368E-05 

perylene 
6.268E-06 

benzo[ghi]perylene  
9.538E-06 

anthanthrene  
3.815E-06 

coronene 
1.170E-06 

 
 

 

 


	Abstract
	1. Introduction
	2. Pilot-scale Test of HCOG Reforming
	3. Modelling Approach
	3.1 Plug Flow Model
	3.2 1D- Flow Model with Axial Diffusion
	3.3 Detailed Kinetic Model
	3.4 Numerical Simulations

	4. Results and Discussion
	4.1 Plug Flow Model
	4.2 Critical Evaluation
	4.3 Sensitivity Analysis
	4.4 Flow Model with Axial Diffusion

	5. Conclusions

